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● The information provided in this slide deck is for 
informational purposes only and should not be 
understood as legal advice. 

● This presentation is only for US Government Distribution. 
● The opinions expressed are personal opinions of the 

speakers, and not of their respective agencies.

US GOVERNMENT ONLY - NO FURTHER DISTRIBUTION 2









Questions 

6





Decentralized 
Identifiers
How Decentralized Identifiers Can Help Reduce the Use 
of Social Security Numbers as an Authenticator
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SSN Reduction – Why?
OMB M-07-16 (2007) and OMB A-130 (2016) 
• Agencies shall take steps to eliminate the unnecessary collection, 

maintenance, and use of SSNs, and explore alternatives to the use 
of SSNs as a personal identifier.

SSN Fraud Prevention Act (2017)
• An agency may not include the SSN of an individual on any 

document sent by mail unless the head of the agency determines 
that its inclusion on the document is necessary.



“Requirements” for SSN Replacement

Functional “Requirements”

• The identifier is meaningless but 
unique – globally!

• The identifier does not “leak” PII 
or sensitive information

• Public exposure does not allow its 
use as an authenticator

• When needed and allowed by 
policy, can be shared and resolved 
across systems, agencies and 
organizations

Non-Functional “Requirements”

• Implementation needs to add 
value beyond policy compliance!

• Commercially viable such that DHS 
and USG are not held hostage to a 
GOTS O&M long tail

• Global standards-based support to 
ensure interoperability across and 
availability within diverse future 
COTS products 
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Standing and Harm
TransUnion v. Ramirez, 141 S. Ct. 2190 (2021) 

“No concrete harm, no standing.”

Article III of the Constitution limits the jurisdiction of federal courts to “cases” or controversies.”  To establish Article III 
standing, a plaintiff must show that they suffered an “injury in fact” – an invasion of a legally protected interest that is 
“concrete and particularized” and “actual or imminent, not conjectural or hypothetical.”

8,185 individuals with OFAC alerts in their credit files sued TransUnion under the Fair Credit Reporting Act for failing to use 
reasonable procedures to ensure the accuracy of their credit files. Parties then stipulated that only 1,853 individuals had 
their misleading credit reports containing OFAC alerts provided to third parties during the 7-month period specified in the 
class.

Held: “Only plaintiffs concretely harmed by a defendant’s statutory violation have Article III standing to seek damages 
against that private defendant in federal court.”
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Privacy Act and Alternative Causes of Action
5 U.S.C. § 552a(g)(1)-Civil Remedies

Whenever any agency 

(A)   makes a determination under subsection (d)(3) of this section not to amend an individual’s record in accordance with his request, or 
fails to make such review in conformity with that subsection; 

(B)   refuses to comply with an individual request under subsection (d)(1) of this section; 

(C)   fails to maintain any record concerning any individual with such accuracy, relevance, timeliness, and completeness as is necessary to 
assure fairness in any determination relating to the qualifications, character, rights, or opportunities of, or benefits to the individual that 
may be made on the basis of such record, and consequently a determination is made which is adverse to the individual; or 

(D)   fails to comply with any other provision of this section, or any rule promulgated thereunder, in such a way as to have an adverse 
effect on an individual, 

the individual may bring a civil action against the agency, and the district courts of the United States shall have jurisdiction in the matters 
under the provisions of this subsection.
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Privacy Act and Alternative Causes of Action

“The Privacy Act says nothing about standards of proof
governing equitable relief that may be open to victims of
adverse determinations or effects, although it may be that
this inattention is explained by the general provisions for
equitable relief within the Administrative Procedure Act
(APA), 5 U.S.C. § 706.” Doe, 540 U.S. at 619 n.1 (emphasis
added).

Doe v. Chao, 540 U.S. 614, 619 n.1 (2004)
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Equitable Remedy for Constitutional Violation Claim

Fazaga v. Federal Bureau of 
Investigation, 965 F.3d 1015 (9th Cir.)

Morinville v. U.S. Patent and Trademark 
Office, 442 F. Supp.3d 286 (D.D.C.)

Declaratory Relief under Declaratory Judgement Act

Privacy Act and Alternative Causes of Action
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Privacy Act and Alternative Causes of Action
Fazaga v. Federal Bureau of Investigation, 965 F.3d 1015 (9th Cir.)

Factual Summary

Plaintiffs, three Muslim residents of Southern California, filed a class action alleging that, between 2006 and 
2007, FBI hired a confidential informant to illegally gather information as part of a counterterrorism 
investigation.

Plaintiffs allege that the confidential informant recorded interactions using audio and video recording devices 
provided by FBI to surreptitiously record plaintiffs affiliated with area mosques, included conversations in a 
mosque prayer hall, at homes, in cars, and within offices.

Plaintiffs alleged, among other claims, that these actions constituted unconstitutional activity (e.g., 
unreasonable searches and chilling First Amendment activities), and a violation of the Privacy Act’s 
prohibition on maintaining records describing First Amendment protected activities.
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Privacy Act and Alternative Causes of Action
Fazaga v. Federal Bureau of Investigation, 965 F.3d 1015 (9th Cir.)

Privacy Act Claim

Complaint expressly provides that “[t]he FBI is sued for injunctive relief only.” Fazaga, 965 F.3d at 1064.

“Plaintiffs cannot obtain injunctive relief except for violations as to which such relief is specifically permitted.” Fazaga, 965 F.3d at 1064.

Constitutional Violation Claim

“Federal courts have the equitable power ‘to order the expungement of Government records where necessary to vindicate rights secured by the 
Constitution or by statute.’” Fendler v. U.S. Parole Comm’n, 774 F.2d 975, 979 (9th Cir. 1985) (quoting Chastain v. Kelley, 510 F.2d 1232, 1235 (D.C. Cir. 
1975))).

“Previous cases involving claims brought under both the Privacy Act and the Constitution did not treat the Privacy Act as displacing a constitutional 
claim, but instead analyzed the claims separately. And the circuits that have directly considered whether the Privacy Act displaces parallel 
constitutional remedies have all concluded that a plaintiff may pursue a remedy under both the Constitution and the Privacy Act.” Fazaga, 965 F.3d 
at 1054 (internal footnotes omitted).
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Privacy Act and Alternative Causes of Action
Morinville v. United States Patent and Trademark Office, 442 F.Supp.3d 286 (D.D.C.)

Factual Summary

Plaintiff claims against the United States Patent and Trademark Office (PTO) stem from a former program called 
“Sensitive Application Warning System” (SAWS).

Under SAWS, Plaintiff allege that PTO personnel flagged “sensitive applications,” which allegedly related to “the 
possibility for publicity,”  “objectionable or derogatory subject matter,” or “based on the identity of the patent 
applicant.” Once flagged, the patent application allegedly could not be granted until the flag was removed.

Plaintiffs alleged, among other things, that PTO failed to accurately maintain records on the plaintiffs, because 
plaintiffs’ patent files alleged flagged by the SAWS program contained no SAWS material.

In additional to traditional Privacy Act claims, plaintiffs sought relief under the Declaratory Judgment Act seeking a 
declaration of PTO’s violation and the plaintiffs’ Privacy Act rights. 
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Privacy Act and Alternative Causes of Action
Morinville v. United States Patent and Trademark Office, 442 F.Supp.3d 286 (D.D.C.)

Declaratory Judgement Act, 28 U.S.C. § 2201(a)

In a case of actual controversy within its jurisdiction, . . . . as determined by the administering authority, any court of the 
United States, upon the filing of an appropriate pleading, may declare the rights and other legal relations of any interested
party seeking such declaration, whether or not further relief is or could be sought. Any such declaration shall have the force 
and effect of a final judgment or decree and shall be reviewable as such.

Declaratory Judgement Act Claim

“Ultimately, relief under the Declaratory Judgment Act may be unnecessary, and the Court, in its discretion, may dismiss this
claim. However, at the motion to dismiss stage, the Court is not prepared to say that Plaintiffs' Declaratory Judgment Act 
claim is duplicative of their Privacy Act claims or otherwise unnecessary or inappropriate.” Morinville, 442 F.Supp.3d at 296.
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Privacy Act and the First Amendment

Section (e)(7) of the Privacy Act states that "Each agency that maintains a system of records shall maintain no 
record describing how any individual exercises rights guaranteed by the First Amendment unless expressly 
authorized by statute or by the individual about whom the record is maintained or unless pertinent to and 
within the scope of an authorized law enforcement activity."

The FBI had two memos in its systems describing First Amendment protected activities of plaintiff as part of 
an investigation. Plaintiff argued that even if the creation of the memos was acceptable under (e)(7)'s law 
enforcement activity exception at the time they were written, the FBI could no longer maintain the records 
once these investigations closed. 

9th Circuit panel agrees with plaintiff. "Unless a record is pertinent to an ongoing authorized law enforcement 
activity, an agency may not maintain it under § (e)(7) of the Privacy Act" (emphasis added).  

The court's ruling creates a circuit split with the D.C. Circuit's ruling in MacArthur Foundation v. FBI, (D.C. Cir. 
1996). 

Garris v. FBI, 937 F.3d 1284 (9th Cir. 2019)
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Clearview "scrapes" publicly available databases in order to capture facial images, which it then runs through 
its facial recognition software. It sells access to its results to subscribers, including law enforcement. 

ACLU argued that under Illinois' Biometric Identification and Privacy Act ("BIPA"), Clearview was required to get 
permission from those whose images it captured/stored. 

Clearview argued that BIPA violated the First Amendment. 

Court, applying intermediate scrutiny, rejects Clearview's First Amendment argument, denies Clearview’s 
Motion to Dismiss. 

ACLU v. Clearview, No. 20-CH-4353 (Ill. Ct. Cl. Cook Cnty. Aug. 27, 2021)
Facial Recognition and Privacy 
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Discussion/Q & A
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Interagency Data Sharing
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Best Practices For Data Sharing

★ Streamlining data requests before beginning MOU process

★ Involve subject matter experts from the beginning

★ Assess at the outset whether the data can be shared

★ Open lines of communication

★ Ensure nexus between problem to be solved and data requested

US GOVERNMENT ONLY - NO FURTHER DISTRIBUTION
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Common Elements of Data Sharing Agreements 
(1 of 5)

– Introductory Information: 

• names of the entities sharing and receiving data

• type of agreement (data sharing, data use, or MOU)

– Purpose and Scope: 

• identify the parties involved

• identify program, activity, goal to be achieved 

• description of data to be shared

• specific intended products or deliverables.

US GOVERNMENT ONLY - NO FURTHER DISTRIBUTION
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Common Elements of Data Sharing Agreements 
(2 of 5)

– Governing Authorities: Authorities are likely to differ depending on the nature of 
the data and purpose of the agreement. 

• each party’s respective authorities to share or receive the data
• other governing authorities that impact the data use, sharing, and 

restrictions

– Description of Data to be Exchanged: 
• subject matter of data
• specific data elements
• sensitivities of data as a group, or particular elements
• source of data
• format of data

US GOVERNMENT ONLY - NO FURTHER DISTRIBUTION
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Common Elements of Data Sharing Agreements 
(3 of 5)

– Permissible Uses and Limitations
• permissible uses of the data
• restrictions on use and further disclosure
• data rights and licensing restrictions or allowances, if any
• privacy considerations, privacy risk mitigations (e.g. derivative work 

products, re-id prohibition, SORN, contract clauses, PIA)
– Retention: 

• limitations on recipient retention (e.g. original retention period)
• audits of retention compliance
• attestation of compliance with retention requirements

US GOVERNMENT ONLY - NO FURTHER DISTRIBUTION
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Common Elements of Data Sharing Agreements 
(4 of 5)

• Responsibility for Costs:
• Each party’s responsibilities under the agreement

• Data Transfer and Storage: 
• technical description and details for how data will be shared and 

stored

• Safeguards:

– information security protections and safeguards

– approach agreed upon for handling suspected or actual security 
incident or data breach

US GOVERNMENT ONLY - NO FURTHER DISTRIBUTION
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Common Elements of Data Sharing Agreements 
(5 of 5)

– Duration, Modification, and Termination of the DSA:
• Duration of Agreement and amendments
• Disposition of data after termination

– Points of Contact: 
• Name, email, phone for questions or trouble shooting 

agreement 
– Disclaimer

• Any legal disclaimers for the agreement
– Signatures: 

• Records the concurrence of the parties

US GOVERNMENT ONLY - NO FURTHER DISTRIBUTION
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Helpful Data Assessment Questions 
(part 1)

❏ Is there PII in the data? Was there PII that is now aggregated or 
anonymized?

❏ What is the purpose of sharing the data? Is it necessary and relevant for 
the project/activity?

❏ Is the data marked (e.g., CUI markings) or may be appropriate to add 
before sharing?

❏ Were the data collected using informed consent?  How does the language 
of the consent impact the ability to share the data?

❏ What particular sensitivities are there in the data (e.g. law enforcement, 
substance use treatment, domestic violence, other?)

US GOVERNMENT ONLY - NO FURTHER DISTRIBUTION
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Helpful Data Assessment Questions 
(part 2)

❏ Is any of the data classified (confidential, secret, top secret, etc)?

❏ What intellectual property or other rights or restrictions are applicable?

❏ What contractual provisions apply to this  data? 

❏ What documents must be incorporated by reference to your agreement? (e.g. 
contracts, assistance awards, previous agreements, user agreements)

❏ What are the U.S. and international best practices for sharing this type of 
data, to the extent that the data sharing issues are not covered by law?

US GOVERNMENT ONLY - NO FURTHER DISTRIBUTION
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Identify and Remediate 
Instances of PII in Free 
Text

Senior Data Scientist 
Department of State, Center for Analytics
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FOIA Privacy Concerns
Department of State Center for Analytics Partnership

Challeng
e
• Department official 

records contain 
significant amount 
of personal 
information

Approach
• Partnership with 

Bureau of 
Administration Privacy 
Office to implement 
data science solutions, 
message tag model
and PII detection 
model

Impact
• Message Tag Model: 

Reduces up to 75% of 
irrelevant emails for 
official review

• PII Detection: Enables 
Privacy Officer review to 
focus on <1% of relevant 
emails 
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Automatically tag e-mails as 
“Personal” or “News 
Clippings” with 90% accuracy

Support Vector Machine with linear 
kernel functions identified as best 
performing models 
Privacy, FOIA office collaboration 
with IRM (DoS IT) and Center for 
Analytics validation of results

Records may contain PII, 
Health Information, or 
Financial Information
Combination of RegEx, OCR, 
Entity Resolution identify 
topics of concern 
Collaboration with Privacy 
Office identified policy 
changes and 
recommendations going 
forward 

Message Category Model PII Detection
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• Additional tools to support Privacy Office 
efforts, combinations of PII detection 

Disclosure Analytics

• Identify approaches to enhance internal 
data sharing within the Department

Differential Privacy Approaches

• Balancing infrastructure upgrades, 
assessing ongoing accuracy of deployed 
models, and nature of new records

Model Monitoring and MLOps

What’s Next 
Department of State Center for Analytics 
Collaborations on Privacy
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Identify and Remediate 
Instances of PII in Free 
Text

Travis Hoppe
Chief Data Scientist
CDC, National Center for Health Statistics

The findings and conclusions in this presentation are those of the
author and do not necessarily represent the official position of the
Centers for Disease Control and Prevention.
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spaCy: Named Entity Recognition

• spaCy returns results as code for automating known false 
positives (e.g., political figures)

• Results were visualized for edge cases
• Recognized: People, Organizations, Locations, Dates, 

Times, Money, and Geopolitical Entities
• Importantly, improper NER classes (Kiaser:GPE, 

Achalasia:ORG) still useful for indirect PII
• Combining spaCy approach w/other automated solutions
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Consumer Financial Protection 
Bureau Complaint Process
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Consumer Financial Protection 
Bureau Scrubbing Process

Auto 
Scrub

Human 
Review 100% QA

Company 
Respons

e

Final 
Check & 
Publish
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International Trade Specialist
Department of Commerce – International Trade 

Administration

Sam.Schofield@trade.gov

Sam Schofield, Panelist

Policy Advisor & Administrator
Department of Commerce – International Trade 

Administration

rade.gov

Clinton Harper, Panelist

Principal Deputy Chief
Office of Civil Liberties, Privacy, and Transparency

Office of the Director of National Intelligence

, Panelist

Panelists

Senior Policy Advisor
Department of Commerce – International Trade 

Administration

Nasreen.Djouini@trade.gov

Nasreen Djouini, Moderator
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The Importance of U.S.-EU Data Flows

Cross-border data flows are vital to the 
$7.1 trillion transatlantic economic relationship.

• Volume of U.S. data flows with the EU is highest in the world.
• EU is the destination of two-thirds of U.S. digital media & services exports.
• U.S.-EU data flows enable:

oU.S. COMPANIES IN ALL SECTORS to enhance business operations & innovation.
oU.S. CONSUMERS to benefit from an ever-growing number of goods & services.
oU.S. STARTUPS & SMES to access EU markets at an unprecedented rate.
oU.S. EMERGING TECHNOLOGIES like A.I. & blockchain.
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Committee for National Security Systems (CNSS)

• Interagency group that sets cybersecurity policies for 
National Security Systems (NSS);

• Comprised of tri-chair: DoD, ODNI, and Civilian Agency.
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CNSSI 1253, “Security Categorization and Control Selection for NSS” 

• Provides national security programs with guidance on the first and 
second step of the Risk Management Framework (RMF):

• Categorize the criticality of the information and system
• Select the controls.
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Adopts and modifies NIST800-53 for NSS: 

• NIST SP 800-53, “Security and Privacy Controls for 
Information Systems and Organizations”

• NIST Special Publication (SP) 800-53B, “Control Baselines 
for Information Systems and Organizations” 

• Differences: No high watermark for NSS
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CNSSI 1253 is comprised of:

• Baseline controls for all systems and

• Overlays to include the Privacy Overlays.
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CNSS Working Groups
• Safeguarding Working Group

• Security and Privacy Combined

• Privacy Sub-Working Groups:
• Privacy Experts from across different agencies including: ODNI, 

CIA, DoD, NSA, DHA, DLA, VA, DOE, DHS, OMB, and others along 
with guidance from NIST;

• Base CNSSI-1253 Document Integration;
• Privacy Overlay.
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CNSSI 1253 Approach to Privacy Controls
• Identify controls as:

• Privacy Baseline;
• Privacy Implementation Considerations (PIC);
• Privacy Overlay.

• Write guidance for beginning of 1253 document explaining the 
relationship between the security control baseline, privacy control 
baseline, PIC, and privacy overlay.
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CNSSI 1253 – Privacy Baseline 
• Identify controls for the Privacy Baseline that are for all systems whether the 

system maintains PII or Not.

• Example: Risk Assessment (RA-3):

a) Conduct a risk assessment, including: 
• Identifying threats to and vulnerabilities in the system and 

determining the magnitude of harm from unauthorized access, and 
• Determining the likelihood and impact of adverse effects on 

individuals arising from the processing of personally identifiable 
information;
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CNSSI 1253 - Privacy Implementation Considerations (PIC)
• Privacy not required but if security chooses it may have privacy implications

• Example: Monitoring Physical Access PE-6 (3): 
• Physical and Environmental Protection 

a) Employ video surveillance of [Assignment: organization-defined 
operational areas]; 

b) Review video recordings [Assignment: organization-defined 
frequency]; and 

c) Retain video recordings for [Assignment: organization-defined time 
period].
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CNSSI 1253 - Privacy Overlay
• For systems designed to process PII. 
• Example: Risk Assessment (RA-8) 

a) Conduct privacy impact assessments for systems, programs, or other 
activities before.

a) Developing or procuring information technology that processes 
personally identifiable information; and 

b) Initiating a new collection of personally identifiable information 
that: 

1. Will be processed using information technology; and 
2. Includes personally identifiable information permitting the physical 
or virtual (online) contacting of a specific individual, if identical 
questions have been posed to, or identical reporting requirements 
imposed on, ten or more individuals.
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CNSSI 1253 Table D-1 Awareness and Training (AT)

ID
Title
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Tailoring 
Considerations

Confidentiality Integrity Availability
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AT
T&
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AT-1
Awareness and Training 
Policy and Procedures

X

AT-2
Literacy Training and 
Awareness

X

AT-2(1) Practical Exercises

AT-2(2) Insider Threat √
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CNSSI 1253 – Privacy Baseline
Example: Contingency Planning: Policies & Procedures (CP-1):
A. Develop, document, and disseminate to [Assignment: organization-defined personnel or roles]: 

• Contingency planning policy that: 
a) Addresses purpose, scope, roles, responsibilities, management commitment, coordination 

among organizational entities, and compliance; and 
b) Is consistent with applicable laws, executive orders, directives, regulations, policies, 

standards, and guidelines; and 
• 2. Procedures to facilitate the implementation of the contingency planning policy and the 

associated contingency planning controls; 
B. Designate an [Assignment: organization-defined official] to manage the development, 

documentation, and dissemination of the contingency planning policy and procedures; and 
C. Review and update the current contingency planning: 

• 1. Policy [Assignment: organization-defined frequency] and following [Assignment: 
organization-defined events]; and 

• 2. Procedures [Assignment: organization-defined frequency] and following [Assignment: 
organization-defined events].
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CNSSI 1253 - Privacy Implementation Considerations (PIC)
Example: Asset Monitoring - (PE-20)
• Employ [Assignment: organization-defined asset location 

technologies] to track and monitor the location and movement of 
[Assignment: organization-defined assets] within [Assignment: 
organization-defined controlled areas].
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CNSSI 1253- Privacy Overlay
Example: Authority to Process Personally Identifiable Information (PT-2)
• Determine and document the [Assignment: organization-defined authority] 

that permits the [Assignment: organization-defined processing] of 
personally identifiable information; and 

• Restrict the [Assignment: organization-defined processing] of personally 
identifiable information to only that which is authorized.
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Goals

• The privacy overlays provide a baseline level of protection so that when 
information is shared between systems, it is readily understood what 
safeguards were chosen based on the overlay.

• Advance an IC-wide consistent approach on privacy safeguards within 
cybersecurity.

• Institutionalize privacy into the IC implementation of the RMF.
• Catalyze a culture shift to normalize privacy risk management in the IC.
• Reduce overall privacy risk for individuals and organizations while enabling 

system owners to make better risk management decisions.
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Questions
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CNSSI 1253- Privacy Baseline
Example: Media Protection - (MP-1)
A. Develop, document, and disseminate to [Assignment: organization-defined personnel or roles]: 

• 1. [Selection (one or more): organization-level; mission/business process-level; system-
level] media protection policy that: 

• (a) Addresses purpose, scope, roles, responsibilities, management commitment, 
coordination among organizational entities, and compliance; and 

• (b) Is consistent with applicable laws, executive orders, directives, regulations, policies, 
standards, and guidelines; and 

• 2. Procedures to facilitate the implementation of the media protection policy and the 
associated media protection controls; 

B. Designate an [Assignment: organization-defined official] to manage the development, 
documentation, and dissemination of the media protection policy and procedures; and 

C. Review and update the current media protection: 1. Policy [Assignment: organization-defined 
frequency] and following [Assignment: organization-defined events]; and 2. Procedures 
[Assignment: organization-defined frequency] and following [Assignment: organization-defined 
events].
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CNSSI 1253- Privacy Implementation Considerations (PIC)

Example: System Monitoring – Wireless Intrusion Detection (SI-4(14))

A. Analyze communications traffic and event patterns for the system; 
B. Develop profiles representing common traffic and event patterns; and 
C. Use the traffic and event profiles in tuning system-monitoring devices.
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CNSSI 1253- Privacy Overlay
Example: Information Exchange (CA-3)
• Approve and manage the exchange of information between the system and 

other systems using 
• Selection (one or more): interconnection security agreements; 

information exchange security agreements; memoranda of understanding 
or agreement; service level agreements; user agreements; nondisclosure 
agreements; [Assignment: organization-defined type of agreement];

• Document, as part of each exchange agreement, the interface 
characteristics, security and privacy requirements, controls, and 
responsibilities for each system, and the impact level of the information 
communicated; and

• Review and update the agreements.
20



CNSSI 1253 - Privacy Overlay
Example: Security and Privacy Architectures (PL-8)
A. Develop security and privacy architectures for the system that: 

1. Describe the requirements and approach to be taken for protecting the 
confidentiality, integrity, and availability of organizational information; 

2. Describe the requirements and approach to be taken for processing personally 
identifiable information to minimize privacy risk to individuals; 

3. Describe how the architectures are integrated into and support the enterprise 
architecture; and

4. Describe any assumptions about, and dependencies on, external systems and 
services; 

B. Review and update the architectures [Assignment: organization-defined frequency] 
to reflect changes in the enterprise architecture; and 

C. Reflect planned architecture changes in security and privacy plans, Concept of 
Operations (CONOPS), criticality analysis, organizational procedures, and 
procurements and acquisitions.
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